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Abstract

In this paper, an effective approach is proposed for designing discrete coefficient 2-D FIR digital filters for sampling structure conversion. After obtaining the initial continuous solution, the conventional Lagrange multiplier approach associated with an appropriate tree search algorithm is used iteratively to optimize the remaining unquantized coefficients of the designed filter in the least-squares sense when one or more of the coefficients take on discrete values, till all of the filter coefficients are quantized. The method is simple and the performance is comparable with that of the existing methods.
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1. Introduction

In digital signal processing, the conversion between different periodic sampling structures is an important problem, especially for the conversion between quincunx and rectangular structures in television image processing and HDTV applications [2, 7, 9, 10]. The sampling matrices of the rectangular and quincunx sampling structures are generally given by

\[
S_R = \begin{bmatrix} T_1 & 0 \\ 0 & T_2 \end{bmatrix}
\]

and

\[
S_{L,K} = \begin{bmatrix} LT_1 & LT_1 \\ KT_2 & -KT_2 \end{bmatrix},
\]

respectively, where \( T_1 \) and \( T_2 \) represent the horizontal and vertical sampling periods, and \( L \) and \( K \) are quincunx sampling parameters.

The conversion from the rectangular sampling structure to the \((L,K)\) quincunx sampling structure, and the inverse operation, correspond, respectively, to decimation and interpolation process. To avoid aliasing error and to remove redundant images, appropriate decimation filters and interpolation filters must be used, respectively. Moreover, because human eye is particularly sensitive to the distortion on the flat areas of the reconstructed pictures in the interpolation processing, certain constraints for designing interpolation filters should be considered.

The conversion system’s operation requires numerous multiplications and additions. Multiplication, in particular, is extremely time consuming. So if a multiplication operation could be replaced by only a few shift operations, then the complexity of the entire conversion system could be reduced quite dramatically, such that a fast real-time system becomes feasible.

In this paper, an effective method is proposed for designing 2-D discrete coefficient FIR digital filters for sampling structure conversion systems. The method associates the Lagrange multiplier approach and a tree search algorithm, hence the constraints stated above can be incorporated into the design procedures. For each branch of the tree, the Lagrange multiplier approach is used to optimize the remaining unquantized coefficients of the designed interpolation and decimation filters in the least-squares sense when one or more of the coefficients takes on discrete values. The proposed approach can be applied for different discrete coefficient spaces including the evenly distributed finite wordlength space and the nonuniformly distributed powers-of-two space. In this paper, the former is used only for comparison. Comparing with the existing methods, the method is simple and the performance is comparable.

2. Review of the applications of the Lagrange multiplier approach for designing continuous coefficient 2-D FIR filters for sampling structure conversion

Suppose the frequency response of the designed filter with quadrantal symmetric coefficients \( h(n_1,n_2) \) is given by

\[
H(\omega_1,\omega_2) = \sum_{n_1=-N_1}^{N_1} \sum_{n_2=-N_2}^{N_2} h(n_1,n_2)e^{-j\omega_1 n_1}e^{-j\omega_2 n_2}
\]

\[
= \sum_{n_1=0}^{N_1} \sum_{n_2=0}^{N_2} a(n_1,n_2) \cos(n_1 \omega_1) \cos(n_2 \omega_2),
\]

where \( a(n_1,n_2) \) is related to \( h(n_1,n_2) \) by

\[
a(n_1,n_2) = \begin{cases} h(n_1,n_2) & \text{if } n_1 = 0 \text{ and } n_2 = 0, \\ 2h(n_1,n_2) & \text{if } (n_1 = 0 \text{ and } n_2 \neq 0) \\ 4h(n_1,n_2) & \text{otherwise}. \end{cases}
\]

Eq. (3) can be represented in vector form by

\[
H(\omega_1,\omega_2) = A^T C(\omega_1,\omega_2) = C^T(\omega_1,\omega_2) A,
\]

where

\[
A = [A_0^T A_1^T \ldots A_{N_1}^T]^T
\]

and

\[
C(\omega_1,\omega_2) = [C_0^T(\omega_1,\omega_2) C_1^T(\omega_1,\omega_2) \ldots C_{N_1}^T(\omega_1,\omega_2)]^T,
\]
in which
\[ A_i = [a(i, 0) \ a(i, 1) \ldots a(i, N_2)]^T, \quad 0 \leq i \leq N_1, \quad (8) \]
and
\[ C_i(\omega_1, \omega_2) = [\cos(i \omega_1) \cos(i \omega_1) \cos(\omega_2) \ldots \cos(i \omega_1) \cos(N_2 \omega_2)]^T, \quad 0 \leq i \leq N_1. \quad (9) \]

Using these notations, the integrated square error is
\[ e = \int_R W(\omega_1, \omega_2) D(\omega_1, \omega_2) \]
\[ -H(\omega_1, \omega_2)^2 \ d\omega_1 \ d\omega_2 \]
\[ = s + P^T A + A^T Q A, \quad (10) \]
where \( R \) represents the designed bands, \( W(\omega_1, \omega_2) \) is the weighting function,
\[ s = \int_R W(\omega_1, \omega_2) D^2(\omega_1, \omega_2) \ d\omega_1 \ d\omega_2, \quad (11) \]
\[ P = \int_R -2W(\omega_1, \omega_2) D(\omega_1, \omega_2) \]
\[ \times C(\omega_1, \omega_2) \ d\omega_1 \ d\omega_2 \quad (12) \]
and
\[ Q = \int_R W(\omega_1, \omega_2) C(\omega_1, \omega_2) \]
\[ \times C^T(\omega_1, \omega_2) \ d\omega_1 \ d\omega_2. \quad (13) \]

Because human eye is particularly sensitive to the distortion on the flat areas of the reconstructed pictures in the interpolation processing, the following frequency constraints in the first quarter plane should be considered [8, 10]:
\[ H(0, 0) = G, \]
\[ H(\omega_{1l}, \omega_{2k}) = H(\omega_{1l}, \omega_{2k}) = 0, \quad (14) \]
where \( G \) is equal to 1 for the decimation filter design and equal to \( 2LK \) for interpolation processing,
\[ (\omega_{1l}, \omega_{2k}) = \left( \frac{(2l_1 + 1)\pi}{L}, \frac{(2k_1 + 1)\pi}{K} \right), \]
\[ 0 \leq l_1 \leq \left[ \frac{L - 1}{2} \right] = \bar{l}_L, \quad 0 \leq k_1 \leq \left[ \frac{K - 1}{2} \right] = \bar{k}_K, \quad (15) \]
and
\[ (\omega_{1l}, \omega_{2k}) = \left( \frac{2l_2 \pi}{L}, \frac{2k_2 \pi}{K} \right), \]
\[ 0 \leq l_2 \leq \left[ \frac{L}{2} \right] = \bar{l}, \quad 0 \leq k_2 \leq \left[ \frac{K}{2} \right] = \bar{k}, \quad (16) \]
in which \([x]\) denotes the largest integer less than \( x \). Eq. (14) can be represented in matrix form by
\[ B^T A = G, \quad (17) \]
where
\[ B = [C(0, 0) \ldots C(\omega_{10}, \omega_{2m}) \ldots C(\omega_{1l}, \omega_{2k}) \ldots C(\omega_{1l}, \omega_{2k})], \quad (18) \]
and
\[ G = [G \ 0 \ldots 0 \ 0 \ldots 0]^T. \quad (19) \]

Hence, the design of two-dimensional filters for sampling structure conversion can be formulated as a quadratic programming problem
\[ \text{Minimize} \quad e = s + P^T A + A^T Q A \]
subject to \[ B^T A = G, \]
which results in the closed-from solution [5, 8]
\[ A = Q^{-1} B (B^T Q^{-1} B)^{-1} G \]
\[ + \frac{1}{2} Q^{-1} [B (B^T Q^{-1} B)^{-1} B^T Q^{-1} B] - I] P, \quad (21) \]
where \( I \) is an \((N_1 + 1)(N_2 + 1) \times (N_1 + 1)(N_2 + 1)\) identity matrix.

3. Design of finite-wordlength 2-D FIR filters for sampling structure conversion

Once the continuous coefficient filter is obtained, the key operation in the discrete optimization algorithm is to optimize the unquantized coefficients when some of the coefficients take on discrete values. Notice that the constraints of some coefficients to discrete values can be represented in a constrained
matrix form. For example, the coefficients $a(0,2)$, $a(0,5)$ and $a(0,3)$ should be constrained to discrete values $a_d(0,2)$, $a_d(0,5)$ and $a_d(0,3)$, respectively, which can be represented by the constrained equation

$$
\begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & \cdots \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & \cdots \\
\end{bmatrix}
\begin{bmatrix}
A_d(0,2) \\
A_d(0,5) \\
A_d(0,3) \\
\end{bmatrix} =
$$

(22)

Hence, the Lagrange multiplier approach can be applied iteratively as an effective discrete optimization algorithm.

As to the branch and bound methods [1], there are two main tree search strategies, i.e. the depth-first-search strategy and breadth-first-search strategy. The former has the advantage of producing an early improvement in the initial solution, and the latter usually leads to a better first solution but is ineffective which makes it rarely be used alone. In this paper, we use the hybrid tree search of the two [3]. The details of the tree search algorithm is described as follows. After obtaining the continuous coefficient filter by (21), the coefficient with maximum absolute value is selected to take on discrete values and then fixed at I discrete values in the vicinity of $a(r_1, r_2)$, for example $u(\alpha, q, r_2)$, say $u_d(q, r_2)$, $i = 1, \ldots, I$.

Step 3. Establish the constrained equation for each of the I optimization problems under fixing the first quantized coefficient

$$
B^T_i A = G_i, \quad i = 1, \ldots, I,
$$

(23)

where $B_i$, $i = 1, \ldots, I$, are column vectors with zero elements except the $(r_1 + r_2(N_2 + 1) + 1)$th element be unit and $G_i$, $i = 1, \ldots, I$, are one-element matrices with element $a_d(r_1, r_2)$, $i = 1, \ldots, I$, respectively.

Step 4. Find the I sets of continuous solutions by

$$
A = Q^{-1} B_i (B_i^T Q^{-1} B_i)^{-1} G_i + \frac{1}{2} Q^{-1} [B_i (B_i^T Q^{-1} B_i)^{-1} B_i^T Q^{-1} - I] P.
$$

(24)

Step 5. Select the coefficient with maximum absolute value from unquantized coefficients for each of the I sets of continuous solutions and fix it at I different discrete values, for example, $u_d(q, k_2)$, $i = 1, \ldots, I$, $j = 1, \ldots, I$, where i denotes the order of I discrete values in the previous quantized step and j denotes that in the latest quantized step.

Step 6. Establish the constrained equation for each of the $I^2$ further optimization problems under fixing the quantized coefficients by

$$
B^T_{ij} A = G_{ij}, \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(25)

where

$$
B_{ij} = [B_i \ Z_j], \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(26)

and

$$
G_{ij} = \begin{bmatrix} G_i \\ Y_j \end{bmatrix}, \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(27)

in which $Z_j$, $j = 0, \ldots, I$, are column vectors with zero elements except the element be unit whose position

processes are continued until all the coefficients take on discrete values.

The procedures for designing finite-precision coefficient filters for sampling structure conversion by the proposed iterative Lagrange multiplier approach is summarized as follows:

Step 1. Find the initial optimal continuous solution by (21) and the given specifications.

Step 2. Select the coefficient with maximum absolute value, for example $a(r_1, r_2)$, and fix it at I discrete values in the vicinity of $a(r_1, r_2)$, say $a_d(r_1, r_2)$, $i = 1, \ldots, I$.

Step 3. Establish the constrained equation for each of the I optimization problems under fixing the first quantized coefficient

$$
B^T_i A = G_i, \quad i = 1, \ldots, I,
$$

where $B_i$, $i = 1, \ldots, I$, are column vectors with zero elements except the $(r_1 + r_2(N_2 + 1) + 1)$th element be unit and $G_i$, $i = 1, \ldots, I$, are one-element matrices with element $a_d(r_1, r_2)$, $i = 1, \ldots, I$, respectively.

Step 4. Find the I sets of continuous solutions by

$$
A = Q^{-1} B_i (B_i^T Q^{-1} B_i)^{-1} G_i + \frac{1}{2} Q^{-1} [B_i (B_i^T Q^{-1} B_i)^{-1} B_i^T Q^{-1} - I] P.
$$

(24)

Step 5. Select the coefficient with maximum absolute value from unquantized coefficients for each of the I sets of continuous solutions and fix it at I different discrete values, for example, $a_d(k_1, k_2)$, $i = 1, \ldots, I$, $j = 1, \ldots, I$, where i denotes the order of I discrete values in the previous quantized step and j denotes that in the latest quantized step.

Step 6. Establish the constrained equation for each of the $I^2$ further optimization problems under fixing the quantized coefficients by

$$
B^T_{ij} A = G_{ij}, \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(25)

where

$$
B_{ij} = [B_i \ Z_j], \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(26)

and

$$
G_{ij} = \begin{bmatrix} G_i \\ Y_j \end{bmatrix}, \quad i = 1, \ldots, I, \quad j = 1, \ldots, I,
$$

(27)

in which $Z_j$, $j = 0, \ldots, I$, are column vectors with zero elements except the element be unit whose position
agrees with that of the quantized coefficient in Step 5, and \( Y_j, j = 0, \ldots, I \), are one-element matrices with element \( a_{n,j}(k_1, k_2), j = 0, \ldots, I \), for the corresponding \( i \).

**Step 7.** Find the \( I^2 \) sets of continuous solutions by (24) and calculate the error value

\[
e_d = s + P^T A + A^T Q A + W \cdot S(|B^T A - G|) \tag{28}
\]

for the \( I^2 \) optimization problems where \( B \) and \( G \) have been originally defined in (17)-(19), \( W \) is the weighting constant and \( S(M) \) denotes the summation of the elements in the matrix \( M \). Then select \( I \) sets provide smallest value of \( e_d \) for further optimization. Notice that the error in (28) is so defined that the constraints in (14) can be incorporated into the discrete optimization.

**Step 8.** If all the coefficients are quantized, go to the next step; otherwise set

\[
B_l = B_{ij}, \quad l = 1, \ldots, I, \tag{29}
\]

and

\[
G_l = G_{ij}, \quad l = 1, \ldots, I, \tag{30}
\]

where the \( I \) sets of \( B_{ij} \) and \( G_{ij} \) are chosen in Step 7, then go to Step 5.

**Step 9.** Select the set provides the smallest error value \( e_d \) from the \( I \) sets of discrete solutions obtained in Step 7 as the desired solution.

**Example.** A \( 5 \times 9, (L, K) = (1, 2) \) interpolation filter is designed in this example, and the desired response

\[
\begin{array}{cccc}
  n_1 & 0 & 1 & 2 \\
  n_2 & & & \\
  0 & 18 & 25 & 0 \\
  1 & 38 & 18 & -1 \\
  2 & 19 & 6 & -4 \\
  3 & 4 & -2 & -4 \\
  4 & 0 & -2 & -2 \\
\end{array}
\]

Fig. 1. (a) The amplitude response of a \( 5 \times 9, (L, K) = (1, 2) \) interpolation filter. (b) The filter coefficients in the first quarter plane (\( h(n_1, n_2) \) multiplied by \( 2^6 \>).
is given by
\[ D(\omega_1, \omega_2) = \begin{cases} 4, & \omega_1 + 2\omega_2 \leq 2\pi(0.2), \\ 0, & \omega_1 + 2\omega_2 \geq 2\pi(0.7). \end{cases} \] (31)

The coefficients are coded with 7 bits (sign bit included). When \( I = 4 \) and \( W = 1000 \) are used, the resultant amplitude response is shown in Fig. 1(a) and the filter coefficients in the first quarter plane are listed in Fig. 1(b). The related results are tabulated in Table 1 accompanying with those of the algorithm in [9] (integer linear programming) and direct quantization. Notice that although the approach of direct quantization gives smaller integrated square error, but it results in significant constrained error, where the integrated square error is defined in (10) and the constrained error denotes the sum of square errors between constrained values and actual values over constrained points. Also, we present the results that the coefficient with minimum absolute value to be quantized first, but the performance is not so good. Moreover, through several design examples, we recommend that the quantization is processed with the maximum absolute valued coefficient to be chosen first.

4. Discussions and conclusions

An effective method has been proposed for designing discrete coefficient FIR filters for sampling structure conversion. The method associates successfully the Lagrange multiplier approach and a tree search algorithm, which makes it attractive for designing finite-wordlength digital filters. A measure error is proposed, such that the frequency-domain constraints for sampling structure conversion system can be incorporated into the design procedures. Comparing with the existing methods, the proposed method is simple and the performance is comparable.

From Table 1 and through several examples, we generally choose the coefficient with maximum absolute value to quantize first. Comparing with other algorithms for the choice of the coefficients, the integrated square error is 0.0098 in the proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Initial solution</th>
<th>Proposed approach I(^a)</th>
<th>Proposed approach II(^b)</th>
<th>Direct quantization</th>
<th>Algorithm in [1] (integer programming)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Integrated square error</strong></td>
<td>0.0036</td>
<td>0.0098</td>
<td>0.0117</td>
<td>0.0084</td>
<td>0.0166</td>
</tr>
<tr>
<td><strong>Passband peak error</strong></td>
<td>0.1558</td>
<td>0.1599</td>
<td>0.1911</td>
<td>0.1562</td>
<td>0.1167</td>
</tr>
<tr>
<td><strong>Stopband peak error</strong></td>
<td>0.1411</td>
<td>0.1420</td>
<td>0.1829</td>
<td>0.1577</td>
<td>0.1214</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Amplitude response in constrained points</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H(0, 0) )</td>
</tr>
<tr>
<td>( H(0, \pi) )</td>
</tr>
<tr>
<td>( H(\pi, \frac{\pi}{2}) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Design time on 486 PC (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial solution</td>
</tr>
</tbody>
</table>

\(^a\) The proposed approach I chooses the maximum absolute-valued coefficient to quantize first.

\(^b\) The proposed approach II chooses the minimum absolute-valued coefficient to quantize first.
which is smaller than 0.0166 if the most sensitive coefficient is quantized first.

Generally, as the statements declared in Section 1, the proposed approach can be applied for different discrete coefficient spaces including the evenly distributed finite wordlength space and the nonuniformly distributed powers-of-two space. If the former is used, the coefficients can be implemented using both of floating or fixed point arithmetic, and the multiplication operation can be replaced by a few shift operation if the latter approach is applied.

For the choice of the number of bits, it is dependent on the design requirements. If the integrated square error cannot be satisfied, the number of bits of the quantized coefficient or the filter length should be increased.

As to the choice of \( I \), the number of discrete values in the vicinity of the continuous optimum value to be quantized, the same results are obtained in the presented example when \( I = 2, 4 \) and \( 8 \). By the experience of several designed examples, the performance of \( I = 2 \) is good enough, but we usually take \( I = 4 \).
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